Discrimination issues in usage-based insurance for traditional and autonomous vehicles

Martim BRANDÃO

King’s College London, United Kingdom

Abstract. Vehicle insurance companies have started to offer usage-based policies which track users to estimate premiums. In this paper we argue that usage-based vehicle insurance can lead to indirect discrimination of sensitive personal characteristics of users, have a negative impact in multiple personal freedoms, and contribute to reinforcing existing socio-economic inequalities. We argue that there is an incentive for autonomous vehicles (AVs) to use similar insurance policies, and anticipate new sources of risk that may lead to indirect and structural discrimination. We conclude by analyzing the advantages and disadvantages of alternative insurance policies for AVs: no-fault compensation schemes, technical explainability and fairness, and national funds.
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1. Introduction

1.1. A trend towards user tracking in insurance

Recent days have seen a surge in personal tracking devices for multiple purposes. From weight tracking for health purposes [1], to sex life tracking [2], location tracking for child safety, or GPS tracking for car theft recovery, there is a growing number of tracking devices in the market to fit all concerns. The insurance industry has also started to pick up on such innovations and use them within their products. For example, life insurance companies have started to use social media data to set premium rates [3] and fitness tracker data to set health insurance rates [4, 5]. This can be concerning since health insurance companies are secretive about their algorithms [6] and have been found to use flawed risk assessment methods in the past [7].

A trend towards usage-based policies is happening in car insurance, which promises users cheaper premiums if they install dedicated tracking devices in their cars, or use smartphone apps that track GPS, speed and acceleration data. Premiums are based on quantitative “scores” related to distraction, driving smoothness and other factors. Insurance companies are interested in using such surveillance-based technologies to inform premiums both because: 1) they can attract more low-risk and
hence profitable clients into their company [8], and 2) they create incentives for clients to actively reduce risky behavior by knowledge or fear of raise of premiums [9, 10].

In this paper we deal with vehicle insurance, and try to anticipate issues as the industry moves towards (more) autonomous vehicles. Usage-based insurance products go by different names, such as pay-how-you-drive, black-box insurance, telematics insurance, or usage-based insurance. We will use the term “usage-based insurance” in the rest of the paper. Our contributions are:

1. We discuss the way in which usage-based car insurance could discriminate (Section 2) and negatively impact personal freedoms (Section 3),
2. We anticipate the likely changes to the sources of risk in AVs and how these may contribute to further discrimination (Section 4),
3. We discuss the advantages and disadvantages of alternative insurance policies in light of the previous discussions of bias and discrimination (Section 5).

1.2. Current criticism of usage-based car insurance

Before we expand on discrimination, we briefly describe the issues that have been raised regarding usage-based car insurance.

1.2.1. Cream skimming

Since usage-based insurance further refines and narrows down risk categories, it can lead to larger differences of premiums between the lowest and highest paying categories. This is one of the criticisms of usage-based insurance, called “cream-skimming” [8]. Such price differences may end up excluding high-risk groups from the service. This criticism assumes that risk is accurately predicted, but in general victims of skimming are not “high-risk” groups per se, but those groups that are predicted to be high-risk.

1.2.2. Privacy

Tracking a client’s location or health state for risk-assessment purposes comes with privacy violation issues. One problem is if the employees of the insurance company or a data analysis contractor have access to sensitive personal information [11]. Even if data is anonymized, de-anonymization algorithms can be used to recover personal identities, especially with location data [12]. Another problem is the difficulty in building completely secure computer systems in practice. Finally, there are privacy concerns regarding how user data is shared with third parties, for example for advertising [12] or repair and maintenance purposes [13].

1.2.3. Black box nature is profitable and unaccountable

The algorithms used to arrive at insurance premiums, including those of existing usage-based “black-box” policies, are not disclosed to their customers because of trade secrecy [7]. Thus, car users do not know exactly how they should drive to be considered low risk [10]. One underlying issue is that the usage of black-box algorithms is both profitable and unaccountable, because they can be marketed as accurate and fair, and because the decision process is complicated and proprietary [14]. Additionally, in case the actual decision process is not inherently transparent to both
clients and auditing agencies then “[their] designers are not incentivized to be careful in its design [and] performance” [14].

1.2.4. Discrimination

Another criticism is that usage-based policies may discriminate specific social groups, such as older drivers [15], female drivers [16], or people with physical or cognitive disabilities. Even if these drivers passed the appropriate exams required for obtaining or renewing a driving license, the presence of certain driving acceleration or distance profiles could trigger high premiums in ways that correlate with protected personal characteristics of the drivers. Hence, there are potentially groups of people that are more likely to be penalized. This critique is usually focused only on the existence of a differential assuming that risk predictions are accurately defined [17, 9]. Not much has been said about the kinds of discrimination that can take place, what the impact on people’s freedoms could be, and whether these would be unfair. These topics will be the focus of our discussions for the rest of the paper.

2. How usage-based car insurance can discriminate

Two factors of discrimination that have been missing in the criticism of usage-based insurance are: 1) problems of bias in algorithms, datasets, or algorithm performance; and 2) problems of structural discrimination that could ensue. In particular regarding bias, the use of big data and highly personal data opens the door to discrimination issues that are present in many of present-day machine learning (ML) technologies [18, 19, 20]. ML algorithms typically find correlated proxies that solve a task, but these could be inherently wrong [14], or induce lower accuracy for minority populations due to dataset representation issues [18, 21, 22]. Flaws in risk-computation algorithms can already be spotted in traditional insurance. For example, ProPublica reported 30% higher insurance fees are charged to minority neighborhoods, compared to non-minority neighborhoods of the same risk [6]. These issues can only worsen with the introduction of highly personalized data that correlates with living, working, and socializing locations, as well as physical and cognitive characteristics related to driving behavior. Such data could be used for profiling and redlining of a new form much more pervasive than current ZIP-code policies. This section will further elaborate on the ways in which usage-based insurance can discriminate.

2.1. Inaccurate risk metrics

One typical criticism of risk metrics used for insurance purposes is that they might not be causally related to the actual occurrence of accidents, but be only irrelevant correlations. This could lead, for example, to drivers adopting potentially risky behavior on purpose in order to achieve low scores for premium purposes [9]. For what concerns us here, inaccurate metrics might also be proxies for personal characteristics such as age, race [6] or gender [16]. The use of inaccurate metrics could be seen as a form of procedural unfairness since it originates from incorrect processes being in place to estimate risk. These processes might also lead to outcomes that are biased against people of those protected characteristics, or otherwise arbitrary characteristics outside of people’s control. The use of wrong inaccurate metrics can also, in that sense,
lead to issues of distributive justice: because premiums can be distributed unfairly across good- and bad-weather states, or male and female drivers, for example, even if these are not true causes of risk.

2.2. Indirect discrimination through location tracking and redlining

Even if risk is accurately predicted by geographical location of a vehicle, there could be a problem with usage-based insurance in terms of the distribution of its impact, i.e. in terms of distributive fairness. Data regarding the location of a vehicle can be predictive of risks of theft and vandalism (e.g. using area statistics such as crime rate) and risks of accident (e.g. using traffic, road condition, or historical accident data). Using such data for insurance purposes is similar to redlining practices in the US that use residence-postcode for setting insurance premiums—a practice heavily criticized for being discriminatory [6]. User tracking further refines this kind of policy by using knowledge of, not only the area of residence, but also where a vehicle travels to and travels through in each trip or on average. Such surveillance-based policies can further introduce issues of discrimination. Where passengers usually go to depends on their social circle, where their family and friends live, where they go to work, etc. To pay a low premium, passengers must not only live in a “safe” area, but also work and travel only to “safe” areas. One of the issues here is that these are usually factors that are out of a person’s control. At the very least, whether or not a passenger visits her family or friends should not depend on the potential increase of insurance premium. Additionally, location-based measures of risk, such as crime rates, are correlated with characteristics such as race and socio-economic background, and therefore the use of location tracking for insurance has a potential for indirect discrimination on such protected characteristics. Furthermore, the fact that location-tracking-based policies can make transport use more costly to those of lower income, because of how income is correlated with crime-rate, is potentially troubling. Such schemes could introduce or reinforce social inequalities, similarly to previous cases of unintentionally discriminatory urban planning practices [23]. One could also argue that pricing should not be correlated with area crime-rate itself, as this would lead to double punishment of users—of having to pay extra on top of already having to go through the exposure to high crime risk.

2.3. Networked discrimination

One concept relevant to the issues of tracking in car insurance is that of networked discrimination [24], which is a new form of discrimination associated not with personal characteristics but personal networks. The idea is that because of the use of large amounts of data about people and their networks, decisions about people can now be related not only to their personal characteristics, such as race or gender, but also to “who they know”. In the context of usage-based car insurance, the nuance is that personal networks are not those represented by online behavior, but those defined by where people physically travel to. If insurance premiums are based on travel statistics, then they will also be related to where the user’s personal network lives and travels. As argued by [24], this sort of discrimination is not well modeled by current ethical and legal frameworks.
3. Impact of usage-based car insurance on freedoms and society structure

3.1. Personal freedoms

Sophia Moreau defends in [25] that discrimination related to a personal characteristic affects at least three kinds of personal freedoms of those discriminated: negative freedom, domination freedom, and deliberative freedom. We now discuss in which way each of these freedoms is affected by usage-based insurance in particular.

Negative freedoms. “Negative freedoms” are freedoms not to have options removed [25]. In the context of usage-based car insurance (autonomous or not), discrimination can make an existing transportation option more expensive (e.g. to older people [15]), and even remove a transportation option entirely if costs are prohibitive (e.g. due to “cream skimming”). Such impact could be acceptable in case other transportation options are made available to vulnerable users, but we should be skeptical of this given the fact that many old and minority people in the modern world live in isolated communities.

Domination freedom. “Freedom from domination” as described by Moreau is the freedom from the possibility of future arbitrary control [26]. In our context, car users may come under the domination of insurance company algorithms, whether because they are not sure about the consequences of their travel behavior for future premiums, or they cannot control them. In the paradigm of usage-based policies, any small event (e.g. friend visit, mood change in the case of driving assist, weather change) comes with a possibility of a change of premium.

Deliberative freedom. “Deliberative freedom” is the freedom to not be reminded of personal characteristics (such as race or religion) [25]. In our context, deliberations are expanded to those of the person’s social circle (e.g. “my friends live in a black neighborhood”, “my son goes to school in an unsafe area”). Through such insurance policies, car users will keep being reminded of the socio-economic background of their family and relatives, about aspects of their social circle, about the riskiness of their place of residence, work, leisure, etc. This may also have an important impact in the spread and reinforcement of social prejudice and structural discrimination. Note that a violation of deliberative freedom is separate from, and may happen in addition to, the unfairness of pricing differences related to personal characteristics—and the associated negative freedom violation.

3.2. Structural discrimination

At the systemic level (i.e. structural discrimination [27]), the introduction of a new fine-grained dimension of risk to transportation can reinforce existing socio-economic prejudices. As studied in the literature of environmental discrimination, inequalities in access to transportation can lead to reinforcing inequalities of access to job opportunities, housing and infrastructure quality, and social isolation [23]. If predictors of accident risk are related to road quality, often correlated with socio-economic characteristics of residents, then there will be an incentive for cars not to travel to these areas—further contributing to exclusion and the reinforcement of prejudices related to these areas. The same can be said about risks of vandalism and theft.

New subjects of systemic discrimination could also form: if risk can be predicted by new factors, let us say weather for the sake of example, then areas with
characteristics problematic for AVs (foggy or rainy) could become more expensive to travel to, having a deteriorating effect in the local economy and isolating the area in terms of transportation. This, in turn, could lower investment in infrastructure, lower housing prices, and attract low-income residents thereby creating a spiral of risk (as per insurance assessment) and socio-economic reconfigurations.

4. Extension to autonomous vehicles

We now turn to a discussion of how the previous insights regarding discrimination may apply to autonomous vehicle insurance.

4.1. How AVs may further favor tracking

Car insurance products typically cover costs related to driver-caused accidents, no-fault collisions, or theft and vandalism. AVs are expected to be safer than driven vehicles, and thus shift risks from human-caused accidents to collisions and theft. This shift to causes that are not related to drivers’ “proper use” of the vehicle also motivates a shift towards predicting risk from other metrics not related to the driver’s personal characteristics. For example, both collisions and theft risk can be related to location data due to road quality, traffic, crime rate, and other area statistics that we will discuss. There is also evidence of interest from insurance companies in exploring different regimes of insurance for AVs. For example, the Innovate UK-funded project DRIVEN [28] is investigating the use of new risk profiling tools for AV insurance using data collected from each car. Possible factors for favoring usage-based insurance policies in AVs include:

Cost. Because of their increased cost, AVs might be more appealing targets of theft and vandalism, in which case car data could be used to obtain a proxy for risk (whether the location “looks” likely of theft/vandalism given visual or location data).

More sensors for free. AVs need to be equipped with a multitude of sensors of various types, such as cameras (for visually detecting objects), lasers (for measuring distances to objects), GPS (for location), odometry systems (for estimating vehicle state and location), etc. Such sensors are a crucial requirement of autonomy. Once vehicles have such sensors, however, the door is open to other uses of the data. Some concerns exist, for example, regarding the privacy issues associated with having a large amount of such sensors capturing data of passersby. In regard to insurance, such sensors open the door to methods which try to predict risk “as you go”. For example, the risk of accident could be predicted from measurements of road condition, kinds and amounts of surrounding vehicles and pedestrians, historical accident data of the current location, etc. Similarly, the existence of visual and location data opens the door to predicting theft and vandalism from statistics of where the vehicle is parked.

New predictors of risk. Because the nature and processes guiding AV driving are different from traditional cars, there will be new predictors of risk that do not exist currently. For example, AVs depend on the performance of their pedestrian detection, traffic sign detection, other-vehicle detection, state estimation, etc.—and this performance influences risk. As we will discuss next, the performance of AVs might also directly depend on weather, lighting, road, or other conditions, in new ways compared to traditional cars. Since most of the risk of AVs is likely to shift towards
such sensor- and decision-related factors, there is an interest in the insurance industry using predictions of such kind of risk—which require car data.

4.2. A new source of indirect discrimination: biased performance

As we have just discussed, a shift to AVs can introduce new predictors of risk and an incentive to apply usage-based insurance policies. We now elaborate on a new source of risk in AVs that can lead to indirect discrimination—algorithm performance differentials.

4.2.1. Emotion, responsiveness and tiredness recognition

For semi-autonomous vehicles which require drivers to stay alert and intervene when necessary, estimations of the driver’s ability to quickly respond are predictors of risk. Estimations of driver depression, anxiety, tiredness, or road awareness could be used by algorithms through cameras and other sensors tracking the driver’s state. One of the problems here is that the performance of such algorithms could vary with respect to some arbitrary characteristics of the drivers. For example, the performance of facial analysis has been shown to be biased (have lower accuracy for black females) [18], and similarly for other tasks such as emotion recognition [29]. Even if one ignores the intrinsic issues with basing premiums on such factors, the biased-prediction problem is that some people could be more likely categorized as “unawake”, “depressed”, etc., when in fact they are not.

4.2.2. Pedestrian detection

Autonomous vehicles rely on detecting pedestrians and predicting their future motion in order to produce safe driving trajectories. Recent research has shown that state-of-the-art image-based pedestrian detection algorithms also have biased performance: specifically they are more likely not to detect children [19] and people of darker skin tones [21]. As discussed in [19], the reasons for this bias can stem from multiple factors: from training set distributions, to algorithmic issues related to contrast or distinguishing noise from small objects. While similar analyses have not been done on LIDAR-based detection algorithms (which are more popular in AVs), it is reasonable to assume that there could be a similar performance bias, even if just related to the size of pedestrians. However, image-based pedestrian detection will likely be used together with LIDAR in order to differentiate between people, animals, and harmless objects such as rubbish. Again, the issue of biased performance is likely to appear. One of the problems with this bias is that specific social groups may be more likely victims of accidents with AVs (i.e. those less likely to be detected on the road). Additionally, and in relation to insurance, if such bias exists then the risk of driving can be associated with the social makeup of the geographical areas the car travels through. A car that often drives near schools or parks is more likely to find children and animals, and therefore be subject to higher risk of accident. Premiums could then be biased, as a result, towards people who frequently drive through such areas.

4.2.3. Traffic sign detection

For similar reasons to the above, traffic sign detection performance is likely to also be biased. For example, if algorithms are trained in roads where traffic signs are different
from the deployed location, then detectors might not detect traffic signs correctly. Therefore, other predictors of risk in AVs could come to be the local appearance, cleanliness, and vandalism of traffic signs; and whether traffic signs are mapped or have to be detected from image-data. Again, these could relate to geographical location in meaningful ways or even to the social characteristics of the locations (e.g. road infrastructure quality is often related with socio-economic indicators).

4.2.4. Vehicle state estimation and prediction

AVs rely on estimations of the speed, acceleration and intentions of other vehicles on the road in order to compute safe driving trajectories. Again, the performance of such estimations and predictions could depend on factors such as vehicle type, size, visual characteristics, road conditions, or vehicle speed itself. They could also vary with the driving style of the other vehicles or vehicle drivers. Therefore there is a problem of basing risk predictions for premium computation on geographical location, if that correlates with the kind of vehicle that is most likely to be present (e.g. highways vs dirt roads, high vs low income areas).

4.2.5. Weather and illumination

Weather and time of day can have a devastating impact in image-based algorithms such as pedestrian and vehicle detection. While much work is currently being done in addressing these issues [30, 31], it is likely that performance will not be equal over all weather and light conditions. Therefore, driving risk could be estimated from geographical location and local weather, time of day, and road lighting conditions. Particularly quality of road lighting could be correlated with socio-economic indicators of the areas involved.

4.3. Further domination

The added complexity in the way risk can be predicted in AVs can lead to further domination of people’s decisions. Additionally, the intricate relationships between these predictions and socio-economic factors could contribute to the reinforcement (or introduction) of indirect discrimination issues. The new risk-prediction factors described above could lead to algorithmic bias of a greater extent than what is present in traditional insurance and usage-based insurance of traditional cars. Furthermore, if social groups that are more likely to be considered high-risk, such as minority or high-crime-rate residents and their family members, lose access to AVs, it might reinforce or exacerbate current structural discrimination reflected in inequalities of opportunities. Importantly, even if AVs do not become major transportation options, and do not cause the reduction of quality of public transport, biased access might defeat one of the purposes of AVs—that is to widen the access to safe transportation. Note that the same discrimination issues we have been discussing apply to AVs whether they are privately owned, or autonomous taxis and ridesharing. If these services are allowed to fluctuate their fees based on the locations that the passengers want to go to (and the associated likelihood of crime, or pedestrian/sign/vehicle misdetections) then it is part of the services’ interests to use similar methods of usage-based risk prediction.
5. Solutions

In light of the previous discussions of discrimination, we will now turn to the potential advantages and disadvantages of various AV insurance schemes.

5.1. Usage-based no-fault compensation scheme

No-fault compensation schemes are policies where the insurer pays without need to prove liability (i.e. without needing to prove whose fault the accident is). This kind of solution is potentially cheap, because there is no need to pay for legal and inspection labor. This option also has the potential to be transparent, since insurance pricing can be associated with a vehicle model (given risk statistics collected on that model) and the buyer can be informed of this risk at purchase time [32]. This kind of solution could have a positive market influence by incentivizing manufacturers to build safer vehicles, especially if insurance is provided by the manufacturers’ themselves [33]. The issue that concerns us here is that, as we have seen, because risk will not only depend on vehicle model but also on its use (e.g. where it will usually drive through) there is an incentive to use usage-based predictions of risk that fluctuate prices as you drive—that lead to the issues of indirect and structural discrimination described in previous sections.

5.2. Discard usage-based insurance on no-fault schemes

A more drastic solution is to use no-fault compensation schemes where usage-based pricing is explicitly forbidden. While problems of explicit usage-based personalization of premiums are removed in this case, we note that there is still a chance for indirect discrimination to leak through. At first sight, each vehicle model is associated with an annual insurance premium tied only to the model and not to its usage or user. However, given that different models are likely to be used by different people—depending on the model’s price, appearance, age, etc.—the risk statistics collected on each vehicle are also likely to correlate with the socio-economic discrimination factors we have mentioned. In other words, in no-fault compensation schemes the premium of a vehicle model can still be related to who typically owns the model and where they typically travel to.

5.3. Explainability and auditing

Another potential solution to the discrimination and domination issues described is for insurance pricing algorithms of usage-based (e.g. no-fault) policies to be explainable. This means that both vehicle users and auditing agencies can inquire the algorithms for actionable reasons behind the pricing. If explanations were provided with clear guidance, then users would be able to know exactly what to change about their behavior in order to lower premiums. Additionally, requiring insurance algorithms to answer contrastive questions such as “what would change about my policy if I lived in area X instead of Y?”, “where should my most-visited places be moved to in order for my premium to be as low as possible?”, then users would be empowered to build discrimination cases against insurers, or to decide whether to switch insurance or car provider. Similarly, auditing agencies could use such queries on a dataset of (virtual or
real) users to examine whether companies were indirectly discriminating certain groups. Auditing agencies would similarly be responsible for ensuring that explanations are actionable and clear enough to guide user behavior and auditing actions.

This solution is highly technical and suffers from issues of potential gaming by both insurance companies and users. For example, insurance companies would have incentives to implement algorithms that use deceiving explanations [34] or optimize for the “fairness” metrics used by agencies—thus potentially ignoring other important aspects of the socio-technical problem that are not coded in auditing objectives [35, 36]. Insurance companies could also resist this option due to the possibility of users trying to “game” the system in order receive lower premiums. On the other hand, the user empowerment provided by explanations could have a positive influence on the market, in terms of insurance providers being interested in providing pricing schemes that are acceptable to their users.

5.4. Fairness constraints and auditing

In line with recent efforts in the machine learning community, another attempt at a technical solution that can be made is to algorithmically enforce fairness at the level of usage-based pricing algorithms. In this option, regulation could force companies to satisfy certain formal definitions of distributive fairness, such as satisfying a maximum price difference between highest- and lowest-risk groups, a maximum insurance cost, independence between cost and living area or weather, etc. Auditing agencies could then verify whether these definitions were being respected.

Again, as a technical solution this has the potential to be gamed by insurance providers, and it is also likely to suffer from inappropriate consideration of all relevant aspects of fairness [35, 36]. Finally, given the potential ramifications of such complicated technical solution, in terms of new nuances of discrimination and impact, it is not clear how such an approach would be better for society than purely discarding usage-based insurance altogether.

5.5. National or state-level fund

The last option we consider here is a national or state-level fund. Given the discussions in this paper, this is in our view the only solution where the discrimination-based freedom-violation issues can be overcome. In this case, everyone can supposedly afford premiums since they are spread across a large pool of tax payers, and so negative freedoms are not violated. Premiums are simple, hence there is not a problem of domination freedom. And finally, they are “equal” (or proportional to income) and hence would not reinforce or exacerbate existing structural inequalities. A counter-argument can be made that “low-risk” (or “high-income”) users would be discriminated because they would be paying more than they should. A possible reply to this is that such discrimination would be acceptable since the taxes would be such that everyone could afford them, and hence negative freedoms would not be violated. The impact on high-income users would similarly not be significant enough to lower the amount of options that are available to them.
6. Conclusion

In this paper we discussed the ways in which usage-based insurance can discriminate and impact personal freedoms, both for traditional vehicles and their newer autonomous forms. We discussed how indirect discrimination can arise from inaccurate risk metrics, indirect location redlining, and a new form of networked discrimination related to the spatial configuration of a person’s social circle. Then, we analyzed how these kinds of discrimination can affect negative, domination and deliberative freedoms. We hinted at new sources of risk in AVs, in particular that of biased performance of their algorithms. We concluded with an analysis of the pros and cons of alternative insurance policies for AVs. Importantly, our discussions show that in what indirect and structural discrimination is concerned, no-fault compensation schemes would not be appropriate solutions to AV insurance—whether usage-based policies are used or not. While some technical solutions, such as using formally “explainable” or “fair” algorithms, could alleviate issues of discrimination and freedom, national and state-level funds would tackle discrimination issues at a more fundamental level.

One limitation of our paper is that the anticipation of risk predictors in AVs only suggests kinds of predictors, but not how they might quantitatively affect premium distributions in practice. It would be interesting to use quantitative models of demographics, algorithm performance differentials and other factors to predict the distribution of insurance premiums that would arise. We believe such quantitative work could also help inform anticipatory policy.
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